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| PDPS316 Highlights

This year | PDPS was held in downtown Chicago. This year
ty), Thomas Pawlowski (Micron), and Katrin Heitmann (Argonne National Laboratory). In total 23 workshops and 28 sessi
took place to discuss the 114 accepted papers. These 114 papers were selected among 496 submitted papers giving us
ceptance rate of roughly 23%. During IPDPS a number of awards were given (which are listed in the awards section). tKatrin
mannds keynote talk emphasized the i mportance of comput
sored handson learning session for university educators was conducted by Prof-M&rHwu. This and other activities indicat-

ed an increasing trend towards introducing parallel and distributed computing during the first 2 years of undergradieste studi

conference
a very

This yeards
conference
lando, Florida USA.

banquet
successful

reception included Cthhene

was e v ednlune 2, & Buena Vigte Ralace HRED GBS

Guidelines for Posting to TCPP Email Distribution List

In order to avoid being termed as spam, TCPP mailing list policy is to allow-atand announcements mainly for TCPP spon-
sored conferences and events (e.g. Call for Papers and Call for Participation one or two per event) and TCPP communicati
Events related to the areas covered by TCPP (parallel and distributed processing, high performance computing, etc3aan b
|l isted in the websitebds events calendar at tcpp. cotpput
announce@computer.org

Subscribing to or Unsubscribing from the TCPP email distribution list:

Anyone wishing to receive TCPP communication should join using following link
http://cslistserv.ieee.org/cdiin/wa?SUBED1=tcgmnounce&A=1

Anyone wishing not to receive TCPP communication shouldamgtusing following link
https://cslistserv.ieee.org/cdiin/wa?SUBED1=tcgmnounce&A=1

Be a part of the PDC+HPC community and join IEEE TCPP athttps://www.ieee.org/membershiatalog/productdetail/
showProductDetailPage.htm|?product=CMYPP723

ltds free.

For more current updates visit TCPP webslitip://tcpp.computer.org/
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In News

Special Report on IPDPS 2016 Workshops

IPDPS 2016 had 23 workshops which were held on Monday and Friday, preceding and following the main events. We also haduvity emrkshops on Sunday, one
Roundtable workshop on Monday and another Roundtable workshop on Tuesday. All of these events offered 2B¥ipesd papersinvited talks, posters and great
participant interaction.

This year ds wor k s-éstahpished ores) suehdas RAWaand HBW tolthe five brand new workshops which coverelizaisom, variability, monitoring
and analysis of high performance computing systems, runtime systems, and computational social systems. Below yodemillMfordsaabout some of the 23 work-
shops.

Call for workshops for IPDPS 2017 can be found at the IPDPS web page. A committee is formed to evaluate all propogats. ralbted to IPDPS and extertde top-
ics of interest beyond those of the main symposium are welcome.

Accelerators and Hybrid Exascale Systems 8 ASHES (+ PLC)

The Sixth International Workshop on Accelerators and Hybrid Exascale Syst
kickedoff with a Keynote from Prof. WeiMei Hwu (UIUC) on programming
challenges for heterogeneous computing. He also shared lessons learnt fron
grating applications to Blue Waters and potential solutions for effective progr:
ming on Exascale Systems. The workshop resumed with talks from eleven au
regarding their work on programming models, tools, algorithms, parallelizal
techniques, and scheduling workload on current systems.

The Best Paper Award was given to t
presented on topologgaware GPU communication.

*Q HYATT REGENCY®

ASHES Keynote Talk

Advances in Parallel and Distributed Computational Models 8 APDCM

Novel parallel and distributed computational models have been proposed in the literature, reflecting
advances in new computational devices and environments such as optical interconnects, programma
logic arrays, networks of workstations, radio communications, mobile computing, DNA computing,
guantum computing, sensor networks etc. It is very encouraging to note that the advent of these nev
models has led to significant advances in the resolution of various difficult problems of practical interes

The main goal of this workshop is to provide a timely forum for the exchange and dissemination of ne\
ideas, techniques and research in the field of the parallel and distributed computational models. Tl
workshop is meant to bring together researchers and practitioners interested in all aspects of paralle
and distributed computing taken in an inclusive, rather than exclusive, sense. We are convinced that tl
workshop atmosphere will be conducive to open and mutually beneficial exchanges of ideas between t
participants.

ASHES Best Paper Award

For more current updates visit TCPP webslitip://tcpp.computer.org/
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International Workshop on Automatic Performance Tuning dIWAPT Wor kshopdés goal is to be interactive

The Eleventh International Workshop on Automatic Performance Tuning® GF @ph Al gorithms Building Blockso6 w

(IWAPT2016) has been successfully held in conjunction with IEEE IPDPS Zoig.Smelt e B e R cresting

. . . . ideas.
Researchers met in the workshop to investigate automated techniques for con-

structing and/or adapting algorithms and software for pglformance on mod-  Heterogeneity in Computing Workshop o HCW

ern complex machine architectures. The two invited speakers, Mary Ha”Heterogeneous computing systems comprise growing numbers of increasingl
(University of Utah, USA) and Paul Hovland (Argonne National Laboratory, USA)nqre diverse computing resources that can be local to one another or geograph-
talked about the latest issues and solutions about dutong for diverse architec-  jcq)y distributed. The opportunity and need for effectively utilizing heterogeneous
tures regarding compiler, productivity, models, and mathematics. Seven '“tem%'omputing resources has given rise to the notions of cluster computing, grid com-
tional speakers presented their refereed papers regarding the following t°p'csputing, and cloud computing. HCW encourages paper submissions from both the
The speakers focused on adtoning regarding hybrid MPI/OpenMP 0n research and industry communities presenting novel ideas on theoretical and prac

ppOpenAT, OpenACC on ppOpenAT, Address aliasing, BlkTune for stencil comyjca| aspects of computing in heterogeneous computing environments.
putations, time cost based auszheduling, portability in search algorithms, and

search space generation. See the web page http://iwapt.org/2016/ for more infor.n€ Proceedings of the HCW 2016 are distributed at the conference and are
mation. The next iIWAPT in 2017 is under planning in conjunction with IEEE IPDP§ubmltted e e stern n iz (2212 e alers DIEEl L 6ier ins CorisfErnies

ATy Workshop on High Performance Computational Biology o0 HICOMB

Chapel Implementers and Users Workshop 8 CHIUW High-performance computing is an integral part of research and development in

. . bioinformatics/computational biology and medical and health informatics. The larg
First CHIUW Workshop that offered paper supported talks and the quality of the I ! d ! | .tpufbl. logi Ildg)t/ ‘ Id h ; II i ;th d Ig
e and complexity of biological data sets, and inherent complexity of the under
papers was very good The CHIUW code camp held on Saturday after IPDPS a_F—'Z biologi Ip le)ll Ih g llectivel Itl din | i plexi yd u y
. ing biological problems have collectively resulted in largetime and memor
lowed CHIUW users to work closely with Chapel developers. Keynote talk by 9 ) 9 P ) y_ . 9 . _y
. o . . . requirements. The goal of this workshop is to provide a forum for discussion of
Yale Astrophysicist Nikhil Padmanabhan was interesting, entertaining, and an ex- . . . ) )
. . latest research in developing highrformance computing solutions to datand
cellent motivation for using the Chapel Language. ) ) o . ) .
computeintensive problems arising from all areas of computational life sciences
We are especially interested in parallel and distributed algorithms, memory
efficient algorithms, large scale data mining techniques, including approaches for |
data and cloud computing, algorithms on multicores, many cores and GPUs, an

Increasingly, large and complex parallel distributed and netwerkric computing  gesjgn of higiperformance software and hardware for biological applications.
systems provide unigue challenges to the researchers in dependable computing,

especially because of the high failure rates intrinsic to these systems. This workliCOMB 2016 invited Alex Pothen from Purdue University as their keynote
shop is a continuation of the FTPDS (Feltlerant Parallel and Distributed Sys- S P €aker on o0The Big Challenges of Bi
tems) workshop series. The goal is to provide a forum for researchers and practi-I nvited talk on oParallel e DOVE Eel

. . S . - o Aydin Buluc, Lawrence Berkeley National Lab.
tioners to discuss all aspects of dependability including reliability, availability, safety

and security for parallel, distributed and netweckntric systems. All aspects of  High Performance Data Analysis and Visualization & HPDAV
design, theory and realization are of interest.

Dependable Parallel, Distributed and Network  -Centric Systems &
DPDNS

While the purpose of visualization and analysis is insight, realizing that objectiv
requires solving complex problems related to crafting or adapting algorithms anc
applications to take advantage of evolving architectures, and to solve increasing
complex data understanding problems for ever larger and more complex data
Node architectures of extremescale systems are rapidly increasing in complexity. These architectures, and the systems from which they are built, have increasing
Emerging homogeneous and heterogeneous designs provide massivéevellti  deep memory hierarchies, increasing concurrency, decreasing relativeopsr
parallelism, but developing efficient runtime systems and middleware that allower-node 1/0 capacity, lessening memory per core, are increasingly prone to fail
applications to efficiently and productively exploit these architectures is extremelyyres, and face power limitations.

challenging. Moreover, current statd-the-art approaches may become unworka-
ble once energy consumption, resilience, and data movement constraints are adc}:he FLIEEES €F (715 Werelien 15 10 (i TpEiier (REeenmisss, Chiliees gy

. . . . _architects of datantensive computing technologies, which span visualization, anal
ed. The goal of this workshop is to attract the international research community . . . .
ysis, and data management, to present and discuss research topics germane to high

t? share new and bold ideas that will address th_e challenges of des.lgn, 'mplemen_tﬁérformance data analysis and visualization. Specifically, this workshop focuses
tion, deployment, and evaluation of future runtime systems and middleware. Thigesearch topics related to adapting/creating algorithms, technologies, and applic:
workshop will emphasize novel, disruptive research ideas over incremental adtions for use on emerging computational architectures and platforms.

vances. Workshop accepts novel work in as either full Papers (8 Pages Max) or ) ) )
short Papers (4 Pages Max). Workshop on High -Level Parallel Programming Models & Supportive

Environments & HIPS

Emerging Parallel and Distributed Runtime Systems and Middleware o]
IPDRM

Graph Algorithms Building Blocks & GABB Focuses on higtevel programming of multiprocessors, compute clusters, and
The Basic Linear Algebra Subprograms, introduced over 30 years ago, had a tragassively parallel machines. Like previous workshops in the series, which we
formative effect on software for linear algebra. With the BLAS, researchers spen@stablished in 1996, this event serves as a forum for research in the areas of pare
less time mapping algorithms onto specific features of hardware platforms ang| applications, language design, compilers, runtime systems, and programmi
more time on interesting new algorithms. tools. It provides a timely and lightweight forum for scientists and engineers to
Would it be practical to define an analogous set of basic building blocks for grappresent the latest ideas and findings in these rapidly changing fields. In our call f
algorithms? Can we define a core set of mathematical primitives from which weyapers, we especially encouraged innovative approaches in the areas of emergi
can build most (if not all) important graph algorithms? If we can agree on theyrogramming models for largecale parallel systems and mauye architectures.
mathematical foundations, how would these interact with the data structures used
in graph algorithms and result in an API the graph algorithms research community
could support?

For more current updates visit TCPP webslitip://tcpp.computer.org/
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High -Performance Big Data Computing 8 HPBDC Monitoring and Analysis for High Performance Computing Systems

HPBDC aims to bring HPC and Big Dat aPlysPArplicatiens SHRECMASPA 0 a 6convergent traje

The workshop provides a forum for scientists and engineers in academia and inFhe third Workshop on Monitoring and Analysis for High Performance Compu-

dustry to present their latest research findings on major and emerging topics irting Systems Plus Application (HPCMASPA) was a great success this year. T
this field. HPBDC 2016 had one key noRrogram siarted with@ Kaynpte fromeBill Kramem Rireeios and Bl @fghe NESAg
Which Big Data?", from Dr. Chaitanya Baru, who is a Distinguished Scientist in S&Ue Waters Project, in which he discussed the past, present, and future of syster
Diego Supercomputer Center (SDSC). Six regular paper presentations and tW(r)‘nonitoring, fgilure, and re§iligncy. The wprkshop's two paper §es§ioqs focused o
Instrumentation and Metrics in the morning and System Monitoring in the after-

short paper presentations were given by researchers coming from around the ) . . . . A
noon, and the final session was a lively panel focusing on Accessible Analytics a

. . I _
W_O rid. A fantastic pan E_" I g ’ the topi \9isu:ﬂi{atior?s.M Fre g?NSrksl’?of) dis%d%évi_oh Epilled '\A\% th@the el/e'ﬁiﬁgl, ah& Wi
Big Data and HPC Techniqueso was mod@difid ®id the YMoRitbriAg Largdchic® Mbce Bydtents Nfollp At " g8/ !
tute of Computing Technology, Chinese Academy of Sciences, China. Five worldjtes.google.com/site/monitoringlargescalehpcsystems/.

class scientists (Dr. Chaitanya Baru from San Diego Supercomputer Center; Dr. o .

. . . . NSF/TCPP Workshop on Parallel and Distributed Computing Educa-
Pete Beckman from Argonne National Laboratory and The University of Chicago;.
Dr. Andrew A. Chien from The University of Chicago and Argonne National La- U BNz
boratory; Dr.Geoffrey C. Fox from Indiana University Bloomington; Dr. D. K. Parallel and Distributed Computing (PDC) now permeates most computing activi-
Panda from The Ohio State University) joined the panel and presented their opinties. The pervasiveness of computing devices containing multicore CPUs an
ions on this field. The panel and Q&A were very interactive. All the slides of theGPUS, including home and office PCs, laptops, and mobile devices, is making e\
presentations and more details about the workshop program can be found a€ommon users dependent on parallel processing. Certainly, it is no longer suffi
http://web.cse.ohistate.edu/~luxi/hpbdc2016/program.html. cient for even basic programmers to acquire only the traditional sequential pro-
gramming skills. The preceding trends point to the need for imparting a broad
based skill set in PDC technology at various levels in the educational fabric wove
by Computer Science (CS) and Computer Engineering (CE) programs as well ¢
related computational disciplines. However, the rapid changes in computing hard
ware platforms and devices, languages, supporting programming environments, a
research advances, more than ever challenge educators in knowing what to in
clude in the curriculum and what to teach in any given semester or course.

The workshop especially seeks papers that report on experience with implement-
ing aspects of the NSF/TCPP or ACM/IEEE CS2013 curriculum or other nove
approaches to incorporating PDC topics into undergraduate core courses that are
taken by the majority of students in a program. Methods, pedagogical approache
tools, and techniques that have the potential for adoption across the broader
community are of particular interest.

HPBDC Workshop In -progress

High -Performance, Power -Aware Computing 8 HPPAC Parallel and Distributed Computing for Large Scale Machine Learning
and Big Data Analytics 0 ParLearning

Power and energy are now recognized as foser constraints in high . . L
. L This year ParLearning workshop invited Dr. Peter Kogge for keynote talk on
performance computing. Optimizing performance under power and energy

. o . oComparative Performance of a Big Da
bounds requires coordination across not only the software stack (compilers, oper-

. . . . . . Architectureso. I n ener al wor ks ho
ating and runtime systems, job schedulers) but also coordination with cooling g P

. . . terms of "Big Data" for scaling up of machiearning (ML), data mining (DM) and

systems and outwards to electrical suppliers. As we continue to move towards ) ) o ) ) .
. . reasoning algorithms from Atrtificial Intelligence (Al) for massive datasets. In dis
exascale and extreme scale computing, understanding how power translates to. .

. . . tributed computing, several frameworks such as Mahout, GraphLab and Spar
performance becomes an increasingly critical problem. ) - ) ) ) .
continue to appear to facilitate scaling up ML/DM/AI algorithms using higher level
of abstraction. Workshops invites novel works that advance the-fietds of ML/

DM/AI through development of scalable algorithms or computing frameworks.

The purpose of this workshop is to provide a forum where cuttiedge research
in the above topic can be shared with others in the community.

Workshop on Job Scheduling Strategies for Parallel Processing 6 JSSPP Ideal submissions would be characterized as scaling up X on Y, where potenti
Workshop had a keynote talk on oPus IFojegs forcandy@re grayifed Relow. ¢t he comfort Zoneo
Walfredo Cirne (Google), Narayan Desai (Ericsson). Scaling up

9 recommender systems

1 gradient descent algorithms
The workshop on Largé&cale Parallel Processing is a forum that focuses on com- deep learning

puter systems that utilize thousands of processors and beyond. iseae sys- 1  sampling/sketching techniques

tems, referred to by some as extrerazale and Ultrascale, have many important T clustering (agglomerative techniques, graph clustering, clustering heterogent
ous data)

e . . . classification (SVM and other classifiers)
deployment, and utilization to take place. These include handling the substantlﬁll sSVD

increase in multcore on a chip, the ensuing interconnection hierarchy, communi- §  probabilistic inference (Bayesian networks)
cation, and synchronization mechanisms. Increasingly this is becoming an issuefof logical reasoning

co-design involving performance, power and reliability aspects. The workshop aim§  graph algorithms and graph mining

to bring together researchers from different communities working on challengingOn

Large-Scale Parallel Processing & LSPP

research aspects that need detailed examination in order for their effective design

problems in this area for a dynamic exchange of ideas. Work at early stages Parallel architecturesfframeworks (OpenMP, OpenCL, Intel TBE)

development as well as work that has been demonstrated in practice is equall)ﬂ Distributed systems/frameworks (GraphLab, Hadoop, MP!, Spark etc.)
welcome.

For more current updates visit TCPP webslitip://tcpp.computer.org/
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Parallel and Distributed Processing for Computational Social Systems o} Variability in Parallel and Distributed Systems 8 VarSys

ParSocial System variability increases with scale and complexity. The growing effects c

The 1st IEEE Workshop on Parallel and Distributed Processing for Computationatariability are known to limit both performance and energy efficiency in{acgée
Social Systems (ParSocial) provides a platform to bring together interdisciplinagystems. The goal of this workshop is to bring together researchers across paralle
researchers from areas, such as computer science, social sciences, applied mataed distributed communities to share challenges, experiences, and developmen
matics and computer engineering, to showcase innovative research in computaelated to variability.

tional social systems that leverage the emerging trends in parallel and distributed

processing, computational modeling, and high performance computing.

Workshop on Parallel and Distributed Scientific and Engineering Com-
puting 6 PDSEC

This special workshop will bring together computer scientists, applied mathemati-
cians and researchers to present, discuss and exchange ideas, results, work in
progress and experiences in the area of parallel and distributed computing for
problems in science and engineering applications anddigeiplinary applications.

The field of high performance computing has been prominent since the 1940s, and
has become increasingly significant as recent advances in electronic and integrated
circuit technologies have made it more widely accessible. The hardware is becom-
ing faster, less expensive and more cost effective, which will result in a prolifera-
tion in the application of parallel and distributed systems. Scientific and engineering
application domains play a key role in shaping future research and development
activities in academia and industry, especially when the solution of large and com-
plex problems must cope with tight timing constraints.

Parallel Computing and Optimization & PCO

The IEEE Workshop on Parallel Computing and Optimization aims at providing a
forum for scientific researchers and engineers on recent advances in the field of
parallel or distributed computing for difficult combinatorial optimization problems,
like 0-1 multidimensional knapsack problems and cutting stock problems, large
scale linear programming problems, nonlinear optimization problems and global
optimization problems. Emphasis will be placed on new techniques for the solution
of these difficult problems like cooperative methods for integer programming
problems and polynomial optimization methods. Aspects related to Combinatorial
Scientific Computing (CSC) will also be treated. In particular, we solicit submis-
sions of original manuscripts on sparse matrix computations and relatives
(including graph algorithms); and related methods and tools for their efficiency on
different parallel systems. The use of new approaches in parallel and distributed
computing like GPU, MIC, grid computing, peer to peer computing will be consid-
ered.

Reconfigurable Architectures Workshop 8 RAW

A reconfigurable computing environment is characterized by the ability of underly-
ing hardware architectures or devices to rapidly alter (often on the fly) the func-
tionalities of their components and the interconnection between them to suit the
problem at hand. The area has a rich theoretical tradition and wide practical ap-
plicability. The Reconfigurable Architectures Workshop aims to provide a forum
for creative and productive interaction for researchers and practitioners in the
area.

RAW 2016 held social event at Kingstone Mines, 2548 North Halsted Street,

Chicago, I'L 60614 and was sponsored by TOPIC. Selected papers from this
workshop will be invited for submission to a special issue on Reconfigurable Com-

puting for the Journal of Parallel and Distributed Computing. RAW prides in the

quality and number of papers that are accepted and in recognition it honors partic-

ipants with 4 awards sponsored by Xilinx:

1 2 Best papers
1 1 Bestdemo
1 1 Best poster

For more current updates visit TCPP webslitip://tcpp.computer.org/
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| P DP SEhiD Eorum

The annual IPDPS PhD Forum event had increased number of participants compared to previous years. PhD forum contineettasiitiotial poster presentations by
students working toward a PhD in broadly defined areas related to parallel and distributed processing. This year partitigatits had to opportunity to interact with
senior academic and industry people to discuss possible career options. And also with conference best paper award estigiskiguestions on publishing their own
work including pointers to work on dissertation in general. Participants also enjoyed the activities and had a good exEsenially so during student dinner at Gino's
East Superior.

PhD forum at IPDPS is meant to groom next generation researcher and innovators. And this clearly seen from the numbencmatteredees showing interest in stu-

dent 6s poster presentations.

For more current updates visit TCPP webslitip://tcpp.computer.org/
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The ANTAREX, Project in High Performance Computing wins H2020 grant

The ANTAREX (Autotuning and Adaptivity Approach for Energy Efficient Exascale

Systems) research project, coordinated by prof. Cristina Silvano from Politecnico di Mila A N T A R o 10
a H2020 Future and Emerging Technologies (FET) programme on High Performance C

ting, granted with 3 million euro, and started on Sept. 1, 2015. The project involves CINI LEVERAGING EXASCALE
the Italian Tier0 Supercomputing Centre and IT4lnnovations, the Czech-Ti8upercompu-
ting Center. The Consortium also includes three tognked academic partners (ETH Zurict
University of Porto, and INRIA), one of the Italian leading biopharmaceutical comp
(Dompé) and the top European navigation software company (Sygic).

The main goal of the ANTAREX project is to provide a breakthrough approach

to map, runtime manage and autotune applications for green and heterogene-

ous High Performance Computing systems up to the Exascale level. One key
innovation of the proposed approach consists of introducing a separation of conc
(where seHadaptivity and energy efficient strategies are specified aside to application
tionalities) promoted by a Domain Specific Language (DSL) inspired by -asietéd
programming concepts for heterogeneous systems. The new DSL will allow to expres
adaptivity/energy/performance strategies and to enforce at runtime application autoti
and resource and power management. The goal is to support the parallelism, scalabili
adaptability of a dynamic workload by exploiting the full system capabilities (including €
management) for emerging largeale and extremscale systems, while reducing the Tot The energy consumed by supercom-

Cost of Ownership (TCO) for companies and public organizations. puters Is continuously increasing.
The problem Is one

The ANTAREX project is driven bywo use cases chosen to address the seiflaptivity of the :‘D‘r::‘ E_'h:“‘:g:; towards a
yw‘ 1
and scalability characteristics of two highly relevant HPC application scenarios: pusng

1 a biopharmaceutical HPC application for accelerating drug discovery deployed o

1.2 PetaFlops heterogeneous NeXtScale thaded IBM system at CINECA, ar 20MW max t

highlighting the performance demands for personalized drug design;

1 a selfadaptive navigation system to be used in smart cities deployed on the se
side on a heterogeneous Intbhsed 1.46 PetaFlops class system provided by IT4l
vations, and highlighting sophisticated navigation systems taking advantage of r

sources of information from sensing and other providers. Self-adaptivity and autotuning
. . . . X i . can increase the efficiency of a
The key ANTAREX innovations will be designed and engineered since the beginning supercomputing system

scaledup to the Exascale level. Performance metrics extracted from the two use case:
be modeled to extrapolate these results towards Exascale systems. These use case
been selected due to their significance in emerging application trends and thus by
direct economic exploitability and relevant social impact.

ANTAREX

B oo B e T Qe Cin

For more current updates visit TCPP webslitip://tcpp.computer.org/



http://www.computer.org/portal/web/TCPP/home

Awards

| PDPS 0616 Best papers

ZNN - A Fast and Scalable Algorithm for Training 3D Convolutional Networks on Multi -Core and Many -Core Shared Memory Machines
Aleksandar Zlateski and Kisuk Lee (Massachusetts Institute of Technology, USA); H. Sebastian Seung (Princeton Uniyersity, USA

Stochastic Matrix -Function Estimators Scalable Big -Data Kernels with High Performance

Peter Staar and Panagiotis Barkoutsos (IBM Zurich Research Laboratory, Switzerland); Roxana Istrate (IBM ZRL, Switzeristiaf)pA Malossi (IBM ZRL,
Switzerland); Ivano Tavernelli, Nikolaj Moll and Heiner Giefers (IBM ZRL, Switzerland); Christoph Hagleitner (IBM ZRiarglyitZestas Bekas and Alessandro
Curioni (IBM ZRL, Switzerland)

Discrete Cache Insertion Policies for Shared Last Level Cache Management on Large Multicores
Aswinkumar Sridharan (INRIA, France); André Seznec (Irisa/lnria, France)

Massively Parallel First -Principles Simulation of Electron Dynamics in Materials
Erik Draeger and Xavier Andrade (Lawrence Livermore National Laboratory, USA); John Gunnels (IBM T. J. Watson ReseardiSBenfdshinav Bhatele (Lawrence
Livermore National Laboratory, USA); Andre Schleife (University of lllinois, UrBé@anpaign, USA); Alfredo Correa (Lawrencedrmore National Laboratory, USA)

PhD Forum Best Poster Awards

Archer: Effectively Spotting Data Races in Large OpenMP Applications
Simone Atzeni, Ganesh Gopalakrishnan and Zvonimir Rakamaric (University of Utah, USA)

Rapid Cache Sharing Prediction for Out -of-Order Cores
German Ceballos and David Bla8khaffer (Uppsala University, Sweden)

Coarse Grained Reconfigurable General Purpose Hardware Accelerators
Lukas Jung and Christian Hochberger (Technische Universitat Darmstadt, Germany)

Workshop on Accelerators and Hybrid Exascale Systems - ASHES

Best Paper Award Winner
TopologyAware GPU Selection on MUGPU Nodes, Iman Faraji, Seyed Hessam Mirsadeghi and Ahmad Afsahi

For more current updates visit TCPP webslitip://tcpp.computer.org/
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Faculty and postdoctoral open positions

Georgia State University's Department of Computer Science is looking for Two Lecturer Positions Starting August 2016

The Department of Computer Science of Georgia State University invites applications for two lecturer positions. The pesitibegin in August 2016 and an earned
Ph.D. in Computer Science is required (candidates who are expected to receive their Ph.D. by December of 2016 will beechnBigderence will be given to candi-
dates with prior experience in teaching undergraduate computer science courses.

The lecturers will be responsible for teaching a wide variety of undergraduate courses, including principles of commateasdiprogramming, theoretical foundations
of computer science, data structures, systelegel programming, and computer organization and assembly language. In adutieofurers will participate in advising,
courses development, and lab supervision.

Georgia State University (GSU) is an urban public research university serving 52,000 students and is centered in tHmaist@itiub of downtown Atlanta. The Com-
puter Science Department offers programs leading to the B.S., M.S., and Ph.D. degrees in computer science.

At GSU, lecturers play a significant role in achieving the mission of the University. To recognize this, there is aedeaatathat includes promotion to Senior Lectur-
er and Principal Senior Lecturer. This path mirrors the promotion process for testaek faculty.

Women and minorities are especially encouraged to apply. For best consideration, applications are due by June 15th, 268 suthme at: https:/
academicjobsonline.org/ajo/jobs/7306

Applicants should submit an academic CV, teaching statement, and a list of at least three references.

An offer of employment, pending budgetary approval, will be conditional on background verification. Georgia State UniRasésrch University of the University Sys-
tem of Georgia, is an AA/EEO employer.

Full-Time Faculty Position with [ISc, Bengaluru

The Department of Computational and Data Sciences (CDS), Indian Institute of Science, Bengaluru, India is invitinghgfiplitdkibme tenure track faculty positions
at all levels (Assistant Professor, Associate Professor and Professor).

CDS is an interdisciplinary engineering department spanning the research areas of Computational Science and Engireaten§cemtes. Computational science deals
with computational methods, related mathematics and algorithms, and the design of high performance and scalable systpaissttiesuific and engineering applica-
tions. Data Science explores models, algorithms and scalable systems to extract knowledge and insight from both stractmstduatured data of various scales. CDS
invites applications in all areas of computational and data sciences that lie at the intersection of methods, systenisaimhspgpecifically in the following topics.

ﬂ Computational Mathematics and its Application to Science and Enginéeiihgreas, especially in emerging areas and in dn@agomplement the specialization of
the current faculty

ﬂ Data science and its Applicatierall areas including analytics, assimilation, visualization, knowledge extraction and repi@sestatistics at scale, programming

models and platforms.

Scalable Systems for Computation and Data Scienesgrging hardware architectures and software systems

The Indian Institute of Science (l1Sc) is the premier graduate teaching and research institution in India, and is ledhin glokal metrics. Established over a century
ago and located in the vibrant technology capital of Bangalore, IISc is renowned for its academic freedom. Its focuschrexesdiance, quality of students and faculty,
and leadership in national and international initiatives, are widely recognized. CDS fully internalizes this creative atdxemee, and enriches it with a variety of
unique facets. Interdisciplinary and collaborative research is strongly encouraged and supported, as is reflected enti@DSifiaculty profiles.

CDS welcomes rolling applications, routite-year, from Indian nationals who are exceptionally motivated, with an establiskeddref independent, high quality re-
search, and a commitment to teaching. The department expects the candidates to have publishecnkitog fora in their areasf expertise. Prospective faculty candi-
dates are invited to email their application packets consisting of their CV, a list of three or more referees, a researohrataith prior contributions and future plans,

a teaching statement, and three select publicationsfto-ehair@cds.iisc.ac#n

Additional information:

More details for prospective facultyhttp://cds.iisc.in/opportunities/faculty/
Department web pagehttp://cds.iisc.in
Institute web pagehttp://www.iisc.in

For more current updates visit TCPP webslitip://tcpp.computer.org/
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Invitation for articles

As a continual effort to improve the newsletter content we are thinking to include technical articles related to paratielging and high performance
computing. In this effort we are inviting all of you to contribute to the TCPP newsletter by submitting good, informaidlkesattat you come across or
short write-ups on the latest trends and technologies. These can be distributed with both the monthly newsletter and the éation en the TCPP

website.
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